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Combined fluctuating charge and polarizable dipole models:
Application to a five-site water potential function
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We present a general formalism for polarizable electrostatics based on fluctuating bond-charge
increments and polarizable dipoles and its application to a five-site model for water. The
parametrization is based largely on quantum-chemical calculations and should be easily transferable
to other molecules. To examine basis-set effects we parametrized two models from two sets of
quantum calculations, using the aug-cc-pVTZ and aug-cc-pVQZ basis sets. We computed several
gas-phase and condensed-phase properties and compared with experiateititoo calculations

as available. The models are quite similar and give condensed-phase properties at ambient
conditions that are in reasonable accord with experiment, but evince errors consistent with a
liquid-state dipole moment that is slightly too large. The model fit to the aug-cc-pVTZ basis set has
a smaller liquid-phase dipole moment and thus gives a somewhat better description of liquid water
at ambient conditions. This model also performs well away from room temperature, deviating less
than 2% from the experimental density from O to 100 °C, and showing good agreement with
experimental radial distribution functions, although the temperature of maximum dersy {O

is slightly too high and the model somewhat underpredicts the persistence of the hydrogen-bond
network at elevated temperatures. Z001 American Institute of Physics.

[DOI: 10.1063/1.1376165

I. INTRODUCTION larization explicitly in the form of one or more dipole
polarizabilitie3?~?°or fluctuating charge€-3?Including ex-
plicit polarizability has led to a better description of neat
water and aqueous solutions. For instance, the TIP4P/FQ
modef® has recently been shown to have a density maximum
at 4 °C?2 even though it was fit only to room-temperature

Computer simulation at the atomic level of detail re-
quires an expression for the potential enel@gr Monte
Carlog and its gradientfor molecular dynamics or minimi-
zation as a function of the position of the atoms. Though
impressive progress has been madelninitio molecular ;
dynamicsl,‘5 in which these things are calculated “on the properties. . o 341
fly” through a quantum-mechanical electronic structure cal- N contrast to empirical modelsgb initio model_§
culation, simulating a large system such as a protein solvate@ft€mPpt to describe the true intermolecular potential energy
in water entirely by this method remains computationallysurface- The functional form is often more complicated and
unfeasible. Creating and improving simple potential energy$ usually fit to quantum-chemical calculations on mono-
functions for use in large-scale condensed-phase simulatioff8ers, dimers, or small clusters. In principle such potentials
therefore remains an important task. should provide an accurate description of water in any ther-

Because of the biological importance and anomalougnodynamic state. In practice, whié initio models provide
physical properties of water, more effort has been directe@ much better description of small clusters in the gas phase,
toward models for this molecule than perhaps all others comtheir predictions of condensed-phase propertigsen these
bined. Water potentials may be roughly divided into two cat-have been computgdhave not been significantly better than
egories: empirical andb initio. Empirical potentials are empirical models, especially given the greater computational
typically extremely simple in form and cheap to evaluate.expense. This is likely due to shortcomings in the quantum
The parameters of the model are fit to reproduce liquid propmechanical calculations used for parametrization, the finite
erties, most often at room temperature, thus compensatingumber of points sampled on the potential energy surface,
for the inability of so simple a model to describe the truethe fact that data are still fit to a relatively simple analytic
intermolecular interaction. Such potentials do quite well infynction, and the inability to “parametrize away” errors in
accounting for liquid properties, in some cases even for thefthe simulation itself(finite system size, treatment of long-

modynamic states far away from those used for parametrizaange electrostatics, quantum effects, use of a rigid model,
tion. The simplest empirical potentials have fixed chargesqc)

and thus include many-body polarization effects  oyr approach is a compromise between a striatyini-
implicitly.°~*" Later empirical potentials have included po- tj5 parametrization and a purely empirical model. We wish to
retain a relatively simple functional form that is cheap
dElectronic mail: berne@chem.columbia.edu enough for large-scale simulations. We are interested in a
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systematic method of parametrization that may be applietiveen the bonded atoms, and one might wish all such forces

generally and easily to other molecules besides water. Inio be subsumed in the stretch/bend part of the mpdel.

deed, we confess that the primary motivation for this work is ~ One may express the parametgrsandJ;; in terms of

not so much to add another water potential to the large colthe electronegativitieg; , x; and hardnesse , J; of the

lection in the literature as to obtain a measure of the reliabiltiwo bonded sites, as well as the coupling between th]%m,

ity of a parametrization method by trial on a particularly According to the fluctuating charge mod&lthe energy of

challenging system. Finally, we are especially concernedreating a bond-charge incremeqf; (that is, a charge

with performance at physiological conditiorifsoom tem-  —g;; on sitei and +q;; on sitej) is

perature and pressyrealthough we view nonphysiological

conditions as an important test of the robustness of the , ) P S

model. We have developed a new water potential with these  Y(Gij) = —xi dij T x i + 2Ji dij + 2Jjdij — Jjaij . (2

goals in mind. The electrostatic model incorporates both po-

larizability and intramolecular charge transfer, and is paramynerefore

etrized to gas-phase quantum-chemical calculations, as is the

short-range part of the pair potential. However, some details

of the model such as the choice of geometay five-site Xii=X{ ~Xi » )

rather than a three- or four-site mogbhve been influenced

by performance in the condensed phase, and we have fit the

long-range part of the pair potential directly to the liquid

density at room temperature and pressure. We have tested the

potential by computing a number of gas-phase andut there is no reason not to think gf; andJ;; as funda-

condensed-phase properties and comparing to experiment prental, which has the virtue of replacing five parameters

high-levelab initio calculations. with two. The linear coefficienk;; is the electronegativity
This paper is organized as follows: Section Il describeddifference between the two sites; the quadratic coefficlgnt

the electrostatic model in a general form as well its specifids a measure of the work needed to transfer the charge. One

application to the water model, Sec. IIl describes the detailsnight even go a step further and think of the bond-charge

of the methods used for parametrization and simulation, Seéncrement as a capacitor. Ther)il/is the capacitance, since

IV gives the results of the simulations, and Sec. V presentshe work needed to “charge up” the capacitor:]i@qizjlz, and

conclusions. Xij is the “potential difference” of the “battery” hooked up

to the capacitor, i.e., the potential difference imposed due to

the difference in electronegativities of the two sites.

J|]:J|,+J],_2J|I] . (4)

Il. MODEL The expression for the energy of an induced dipole mo-
A. Fluctuating bond-charge increment  /polarizable ment/zi on a sitei is very similar:
dipole model

The current model represents the electrostatics of a mol-
ecule by a set of dipoles on sites and bond-charge increments
between pairs of bonded sites. We use the term “site” to
denote either an atom or an off-atom virtual sifer in-  The quadratic term is the familiar self-energy of an induced
stance, a site intended to represent lone-pair electrons or thiipole; a; is the polarizability of sitaé. The linear coefficient
M-site in the TIP4P water geomelry yi representsthe negative ofan “intrinsic” electric field at

In the fluctuating bond-charge increment formali§i,*  gjtei—that is, an electric field that exists even in the absence
site charges result from the transfer of charge from one sit(g)]c any other sites or external fields. We would expgdp be

to a bonded neighbor, such that no net charge is created g, 16 only if the site were part of an asymmetric molecule.
destroyed. We may represent transfer (pbsitive charge - . . B
The parametey, is really just a way to introduce a “perma-

from sitei to sitej by a bond-charge incremeqy; , which nent,” nonzero dipole moment in an isolated molecule; we
contributes a charge g; to sitei and a charger q; to site ' P '

; : i N e
j. The total charge on a site is then the sum of the contribu—coﬂ"éj have written Eq(.5) in the form_ E(Mi_/fi ) @ '(l“i.
tions from all bond-charge increments containing that site. — 4;); however, Eq(5) is more consistent with the notation
In analogy to the fluctuating charge mod&lwe may  used for fluctuating bond-charge increments and is somewhat

expand the energy of transferring a chaggebetween two ~ more convenient in that one need keep track of only one

U=y mi+ smi-af S (5

sites to second order: dipole moment on a sitéather than both a permanent and
B L ) induced dipole momept
Uaij) =xi;qi; + 2334 » (1) The electrostatics of a system of molecules is repre-

wherey;; andJ;; are parameters depending only on the typegsenteq by a collegtion of interacting bond-gharge increments
of the sites(It might be argued thag;; andJ;; should also ~ and dipoles. We introduce a scalar couplifigy, between
depend on the distance between the sites, but the currefond-charge increments on siteg andk,l; a vector cou-
water model does not include such a dependence, since it ging éj,k between a bond-charge increment on sit¢sand
rigid. Even for a flexible model, one might not want to in- a dipole on sitek; and a rank-two tensor coupling; ; be-
clude distance dependence, because it implies a force baween dipoles on siteisandj. Then the total energy is
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A natural choice for coupling of bond-charge increments and 0.9572 A
dipoles that are well-separated in space is the Coulomb in-
teraction: FIG. 1. POL5 model geometry.
1 1 1 1
Jij,kl:m_ E_ r_jk+ a () along with the spatial coordinates in the extended Lagrang-
ian schemé:'®?46The dynamics so generated is fictitious
- Mk Tk and functions only as a way to keep the electronic degrees of
'j,k:r_g_ r_3 @  freedom close to the minimum-energy  “Born—
ik Tk

Oppenheimer” surface.

Tij :—< 1—3”—2”) : (9  B. POL5 water potential

) . ] ) The current water potential, called POL5, has a tetrahe-
The Coulomb interaction diverges as the distance betweefya| geometry similar to the ST2 model of Stillinger and

bond-charge increments and dipoles goes to zero, so Will N\Gdahmafi and the recent TIPSP model of Mahoney and
be appropriate if they are too close. Physically, this repregorgensen’®2 The OH bond length and HOH bond angles
sents the fact that a point multipole description is only acCuye set to the experimental gas-phase values, 0.9572 A and
rate from far enough away. This can be remedied by using 3g4 52°_ virtual sites denoted, land L, are placed along
screening function rather than the bare Coulomb interac:tioq‘bne_pair directions at a distance of 0.5 A from the oxygen
at close distances, which is effectively the same thing agng making an angle of 109.47°. The geometry of the model
replacing the point multipoles with a “smeared-out” charge s gepicted in Fig. 1.
distribution; several variations on this approach are described  The glectrostatics of a POL5 water monomer are repre-
in the literature’®**=°! Alternately or in addition to screen- sented by bond-charge incrementsy, and doy. between

1 2

ing, interactions may simply be omitted or scaled for atom§he oxygens and the hydrogens and bond-charge increments

that are close neighbors within a molecule. Many molecular- oo :
. 4 . and between the oxygens and the lone-pair sites, in
mechanics force fields follow this approach. Yo, anddow, Yo P

For any set of spatial coordinates, the bond-charge increaddition to a dipole momenjo on the oxygen only. The
ments and dipoles are determined by minimizing Eg). charge on each site is then

with respect to these degrees of freedom; that is, requiring Uh.= Yor. » (12)
that ! '
JU . 0 AH,= doH, (13
i dL,=AoL,, (14)
Vi U=0 1D di,=doL,: (15
for all bond-charge increments on site$ and dipoles on do= —Gon,~ don,~ oL, ot - (16)

sitesk. It can be shown that for a system consisting only of
dipoles, Eq.(11) is equivalent to the usual self-consistent In the current model, the oxygen—hydrogen bond-charge
field requirement on the induced dipoles. Likewise, for aincrements are allowed to fluctuate, allowing charge transfer
system consisting only of fluctuating bond-charge incre-between these sites. However, the oxygen lone-pair bond-
ments, it can be shown that E¢LO) is equivalent to the charge increments are fixed, since allowing these to fluctuate
usual requirement of electronegativity equalization with aonly negligibly improved the agreement of the model with
constraint of charge neutrality for every isolated collection ofgas-phase quantum-chemical calculations and decreased per-
bond-charge increments. formance in the condensed phase. It appears that the descrip-
Equations(10) and(11) may be solved by matrix diago- tion of out-of-plane polarization by a dipolar polarizability

nalization or by iterative methods. Alternately, the fluctuat-and charge transfer between lone-pair locations and oxygen
ing bond-charge increments and dipole moments may be ass somewhat redundant. This does not appear to be the case
signed fictitious masses and kinetic energies and integratealith in-plane polarization: including charge transfer between
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hydrogens and oxygens improved the model both in the gaBABLE I. Electrostatic parameters for the POL5 water model.
phase and condensed phase. It should be noted that without

any dipole moment at all, agreement with quantum-chemical POLSITZ POLS/Qz
gas-phase calculations was significantly poorer, in accord do.(€) —0.42188 —0.428 66
with previous findingé® so models consisting only of fluc- io'z% 3;1) i'ggg ég i'ggi (1)2
tuating charges were not pursued. ' X(c))H(E/A) 116872 116542

We omitted coupling between the two bond-charge in- JoulelA?) —~0.153 59 ~0.150 71
crements, or between either bond-charge increment and the;OL(e,A 2 0.144 88 0.142 16

dipole moment within the same molecule. Including such
coupling (in the form of a bare Coulomb interaction, a
screened Coulomb interaction, or a constant coefficiamiy
marginally improved the agreement with quantum-chemicaperies of electrostatic perturbations to a water molecule, in
calculations used for parametrization, and the model is simthe form of dipolar probes consisting of two opposite charges
pler without it. The electrostatic energy of a single POL50f magnitude 0.78&, 0.58 A apart(for a dipole moment of

water monomer is then 2.17 D—similar to that of nonpolarizable models for liquid
, , water such as SPCIE placed at various locations. The out-
U monomer Xo(Aom, * Aor,) T 2 Jor(Aom, + dor,) come of the fitting procedure was relatively insensitive to the

exact form of the perturbations, i.e., the magnitude or posi-
tion of the probe charges. For each perturbation, the change
in the electrostatic potentidESP at a set of grid points

- ) outside the van der Waals surface of the molecule was com-
Here we trealyon, Jon, Yo, andac as parameters fit 0 1 taq using density-functional theofFT) with the B3LYP
quantum-chemical calculations of the electrostatic potentialy, othodf455 All calculations were performed with the Jaguar

alo_ng W_ith the fixed bond-charge incrememé, , as de-  gjectronic structure cod¥. The response parameters of the
scribed in Sec_. . ) ‘model—that isJoy and e«g—were chosen to minimize the
The coupling between bond-charge increments and digean.square deviation between the change in the ESP as

poles on separate water molecules was taken to be Coulor@wen by model and by the DFT calculations. Nexby

bic as specified in Eqg7)—(9), with the following modifi- 5o, andgo, were fit so as to best reproduce DFT calcula-

cation. The Coulombic interaction with charges on the lone-’
o . . . . . tions of the ESP of an unperturbed water molecule. The vec-
pair sites was replaced with a cubic-spline screening function ™ =

at distances closer than 2.0 A, so as to represent the lone-pdflf Yo Was expressed as a sum of vector parameters pointing
charges as smeared out over a finite region of space rathalong the OH and OL bondsyoy and yo,. This avoids
than being concentrated at a point. The value of 2.0 A wa&aving to transform between the molecular frame and the lab
chosen because it is at this distance that probe interactiof@me in order to compute forces on the atorffr a rigid
energies first deviate from those predicted by a Coulombi¢vater model, this is not so complicated, but we wish our
model; see Sec. IV. This distance is interpreted as the widtMethodology to be readily extendible to larger molecules
of the lone-pair charge distribution, so that screening for in-With internal degrees of freedom.

teractions between two lone-pair sites begins at 4.0 A, ToO examine basis-set effects, the fitting procedure was
screening for interactions between a lone-pair site and anerformed twice: once with the aug-cc-pVTZ basis set and
other site begins at 2.0 A, and interactions between oxygefnce with the aug-cc-pvVQZ basis set, producing two models,
and hydrogen sites are unscreened. We initially tried placinglenoted POL5/TZ and POL5/QZ, respectively. The param-
a Screening radius on the oxygen as well, but this did noﬁters for these two versions of the POL5 potential are quite
significantly alter gas-phase results and in fact decreased pegimilar and are listed in Table I.

formance in the condensed phase. The cubic Spllnef(x) used for Close-range Ione-pair in-

In addition to the electrostatic part, the POL5 potentialteractions was chosen such thgtl)=1 and f'(1)=-1,
has a pairwise interaction similar to a Buckinghamthat is, such that the function value and its first derivative

potentiaf® between the oxygens in order to take into accounfnatch those of ¥/ at x=1. All sites have a “screening ra-
repulsion and dispersion: dius” associated with them. As stated previously this radius
was chosen to be 0 for oxygens and hydrogens and 2.0 A for

2
- - Mo
+y0 mot 5—- 1
Yo Mo 205 (17)

U —Ae T0olo_ E (18) lone-pair sites. Screening for the interaction between a pair
pair— /A€ 8’ of sites is imposed at distances closer tsathe sum of the
radii of the two sites. For<s, the Coulombicu(r)=1/r is
whereA, B, ando are parameters. replaced with

u(r)=%f(r/s). (19
I1l. COMPUTATIONAL DETAILS
Figure 2 shows a plot of(x) used for the POL5/TZ model;
that used for the POL5/QZ model is almost identical. The
The electrostatic parameters of the model were fit in gparameters for the splines for the two models are given in
manner similar to that described in Ref. 43. We applied arable II.

A. Parametrization
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T s

4

H-bond acceptor mimic

FIG. 2. Cubic-spline screening functiddotted ling used for close-range
interactions with lone-pair sites, andx1solid line).

-5

The shape of the spline was fit to DFT calculations of the
interaction energy of a water molecule and a dipolar probe
placed at various distances to the oxygen and in an orienta-
tion such that the water mimics a hydrogen bond acceptor, as
shown in Fig. 3.

The parameter#\,o, and B were chosen to reproduce
the binding energy and O-O distance of the minimum-
energy water dimer as well as the density of liquid water at H-bond donor mimic
298.15 K. The target energy and distance we4.96 kcal/
mol and 2.8955 A; these values were taken from high-leve
ab initio calculations of Halkieet al®’*® The target density
was 0.997 g/crh The resulting parameters for each of the
two models are listed in Table . was also truncated &t/2. Long-range corrections to the en-
ergy and pressurédue to theB/r® portion only were
applied® For NPT simulations, the cutoff was scaled along

All molecular dynamics runs were performed witlh  with the box length in order for the long-range corrections to
=256 molecules and used a time step of 1 fs. Constant erthe energy and pressure to be thermodynamically
ergy and volume NVE) simulations were performed with consistenf?
the velocity Verlet integrator, constant temperature and vol-  The “electronic” degrees of freedonithe fluctuating
ume (NVT) simulations with NoseHoover chain(NHC)  bond-charge increments and dipole momgmigre propa-
thermostat® on each molecule, and constant pressure andated using the extended Lagrangian mettfd®“c—that
temperature P T) simulations with the Andersen—Hoover- is, assigned masses and integrated along with the spatial co-
type barostat of Martynat al®® as well as NHC thermostats. ordinates. The dynamics so generated is fictitious and func-
All runs used cubic periodic boundary conditions and Ewaldtions only as a scheme to keep the electronic degrees of
summation for the electrostati€sThe real-space cutoff for freedom close to the minimum-energy “Born—
the Ewald sum wad /2 wherelL is the box length, the Oppenheimer” surface, without doing expensive iterative
reciprocal-space cutoff was &2, and the screening param- solves or matrix inversion. We used the following simple
eter was set to 5.8/ The repulsion/dispersion pair potential method for choosing the fictitious masses of the fluctuating

bond-charge increments and dipole moments: given a single
frequencyw, the mass of the bond-charge incremeg,

TABLE II. Cubic spline parameters. The splines pass through the pointsvas set talgy/ w? and the fictitious mass of each component
(x,y), and have a derivative of 0 a=0 and—1 atx=1.

IG. 3. Dipolar probe geometries. The hydrogen-bond acceptor mimic was
sed to fit the close-range screening function.

B. Simulation methods

POLS/TZ POL5/QZ TABLE lIl. Pair potential parameters.
(0,2.309 (0,2.303 POL5/TZ POL5/QZ
(0.25,2.278 (0.25,2.292
(0.5,1.8 (0.5,1.801 A (kcal/mol) 74091 60 339
(0.75,1.312 (0.75,1.312 B (kcal/mol A®) 790 860
1,2 1,2 o A) 0.298 37 0.306 16
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TABLE IV. Computational expense for TIPAP, TIP4P/FQ, and POLS5 rela-ta| data where available. We also compare with three water

tive to TIP5P. Results are for simulations using standard Ewald summatioribotentia|S that have appeared recen“y in the literature: the

and 256 molecules. . . S
TIP4P/FQ potential of Rick, Stuart, and Berffean empiri-

Model Relative expense cal polarizable model with fluctuating charges; the TIP5P
Tipap 0.76 potential of Mahoney and JorgensEnan empirical fixed-

TIP4PIFQ 0.82 charge model; and the MCDHO model of Saint-Martin
TIPSP 1.00 et al,** anab initio model including polarizability and flex-
POL5 2.02 ibility.

A. Monomer properties

_ _ . by 5 The first property we examined was simply the quality
of the fluctuating dipole momentio was set 10 “w”. I of the fit. For the POL5/TZ model, the rms deviation be-
this way, if the coupling between different fictitious degreesyyeen the change in the ESP at the grid points due to the
of freedom is weak, all the fictitious degrees of freedom Wi”dipolar probe perturbations, as predicted by the model and as
be in resonance. Arguably this is beneficial since any |eak§iven by DFT/aug-cc-pVTZ calculations, was 0.37 kcal/mol
of energy from the real system will be quickly distributed -1 Eq; the isolated monomer, the rms deviation between
throughout the entire fictitious system rather than building Ujpe ESP of the model and the DFT calculations was 0.32
a “hotspot,” which could make the fictitious dynamics un- | .s/mole1. The quality of the fit for the POL5/QZ model
stable. More importantly, it is chosen to be much larger a5 quite similar: the rms deviations between model and
than the frequencies of nuclear motion, then the fictitiousquamum mechanics for the change in the ESP due to pertur-

degrees of freedom will be far from resonance with thepaiiong and the ESP for the isolated monomer, were 0.41
nuclear degrees of freedom, little energy will be transferredand 0.32 kcal/mok™ L, respectively.

from the “real” system to the fictitious system, and the elec- Gas-phase electrostatic properties for an isolated mono-

tronic degrefes of freeddor_n V(\;'" :emaln glose tr? thehm.mlmu;n—mer are listed in Table V. Both POL5 models reproduce the
tinse(;goyoosur?lce ai deswe : T praﬁ_t'(';e’ t"e C ()I'C‘,a“’o experimental dipole and quadrupole moments fairly well, as
B cm  worked extremely well: For all simulations, expected, since these quantities are also well reproduced by

some of which were; up tg ns in duration with a(_nu_c_lea) DFT calculations. The polarizability is slightly smaller than
temperature of 100 °C, the temperature of the fictitious SYSthe experimental gas-phase value. This is due both to the fact
tem remained below 3.3 K without any thermostats needeEE

: at the quantum-chemical calculations used for parametriza-
on it. . : o
. tion underestimate the polarizability, and to the fact that the
Computational expense for a system of 256 molecule

. . Blectrostatic model is not fit only to the long-range
ilfr']nr%;tﬁggﬁ;dC%Vr:’qalgrzgn;ga;f:ei;dv\tg?ef):;ir:jde?s il;]a_?_;%'}%'symptotic response.e., the molecular dipolar polarizabil-
IV. The POL5 modepl is about twice as expensive as its coun.—y)' but to the response at close distances as well

' P Interaction energies of a water molecule and a dipolar

terpart without the dipole. It should be noted that Darden and

co-workers have recently combined particle-mesh Ewald)mbe’ for the geometries shown in Fig. 3 and at various
y P probe distances, are shown in Figs. 4 and 5. Since the cubic-

(PME) and the extended Lagrangian method for dipolar po-

L . spline screening function is fit to the interaction energies in
larizability models and shown that the cost overhead is onI3{he acceptor geometry, the model is indistinguishable from
33% above PME simulations of fixed-charge mod8ls. ’

the quantum mechanics. The model without any screening is
also shown to illustrate the necessity of screening the lone-
pair interactions. We note that the interaction energies in the
In this section we present results from calculations ofhydrogen bond acceptor geometry first deviate from that
several properties in gas and condensed phase with the POlgbven by the unscreened, Coulombic model at a lone-pair/
potential. We make comparisonsab initio and experimen-  probe distance of 2.0 Ai.e., an oxygen-probe distance of 2.5

IV. RESULTS

TABLE V. Gas-phase dipole momept, quadrupole momer®, and polarizabilitya of a water monomer. The
y andz axes lie in the plane of the molecule with thexis along theC, axis of symmetry.

POL5/TZ POL5/QZ TIP4P/F® TIP5P MCDHO® Expt.
wy (D) 1.854 1.853 1.860 2.292 1.850 1.855
Q. (D A) —2.335 —2.332 —1.785 —1.48 —2.44 -25
Q,y DA 2.337 2.335 1.882 1.65 2.67 2.63
Q,,DA) —0.002 —0.003 —0.098 -0.17 —0.24 -0.13
gy (A3 1.060 1.084 0.0 0.0 1.217 1.415
ay,y (A3 1.494 1.517 2.55 0.0 1.482 1.528
a,, (A% 1.320 1.344 0.82 0.0 1.357 1.468
%Reference 28. 9Reference 86.
PReference 52. ‘Reference 87.
°Reference 41. Reference 88.
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FIG. 4. Interaction energies between a water molecule and a probe wheff@G. 5. Interaction energies between a water molecule and a probe where
the water mimics a hydrogen-bond acceptor. Khaxis is the distance

the water mimics a hydrogen-bond acceptor. khaxis is the distance

between the nearest probe charge and the oxygen. These energies were usetiveen the nearest probe charge and the oxygen. These energies were used

to fit the close-range screening function, so the screened model is indistirte fit the close-range screening function, so the screened model is indistin-
guishable from the DFT calculations.

guishable from the DFT calculations.

A). It was this observation that prompted the choice of 2.0 Amers to be rigid(at the experimental geomejryoptimized
for the “radius” of the lone-pair charge distribution, i.e., the the dimer structure at the coupled-cluster single double triple

distance at which the bare Coulomb interaction is replace¢evel with the aug-cc-pVTZ geometry, and extrapolated from

with the screened interaction. Furthermore, we observe tha& series of calculations at the aug-cc-pVXZ level where X
assigning such a screening width to the site on a hydrogen g&ands for D, T, Q, and 5 to obtain an estimate for the inter-
unnecessary, and indeed, would be unphysical. Examiningction energy in the complete-basis-set limit. Results are
the probe interactions where the water simulates a hydrogest/mmarized in Table VI. The geometry is defined by the
bond donor, we observe that the Coulombic behavior persist@—O distance and two angles as shown in Fig. 6. The

to close distances, and if anything, the modetierestimates minimum-energy dimer OO distance and interaction energy
the DFT interaction energies. This is because the water hyare reproduced exactly because the short-range repulsion was

drogen looks like a bare proton as the probe comes closdit to these quantities; the model also reproduces the orienta-
tion of the monomers quite well.
We computed the geometries of the cyclic trimer, tet-

ramer, and pentamer, as well as four conformations of the
hexamer: book, cage, cyclic, and prism, for the POL5 models

and penetrates the electron cloud.

B. Gas-phase properties
We determined the optimal dimer geometry as given byaS Well as TIP4P/FQ and TIPSP. It should be noted that we

the POL5 model and compared with high-leva initio  did not perform a global conformational search, but started

calculationS”:58 These calculations constrained the mono-from ab initio geometries and performed a local minimiza-

TABLE VI. Water dimer optimum geometry, interaction enetdynet dipole momeni, and average molecu-
lar dipole momen{w). The geometry is defined by the-@ distancer and the angle® and ¢ as defined in

Fig. 6.

POL5/TZ POL5/QZ TIP4P/F® TIPS  MCDHO®  ab initio Expt.

U (kcal/mol) —4.96 —4.96 —4.50 —-6.78 —5.00 —4.96  —54*0.7

r (A) 2.896 2.896 2.924 2.676 2.916 2896 298

6 (deg 4.694 4.913 0.173 —1.610 3.8 4754  0+6°

¢ (deg 62.638 62.385 27.170 50.222 56.1 57281 58+6°

u (D) 2.435 2.439 3.430 2.920 2.681 2.683 2.643

(n) (D) 2.063 2.065 2.055 2.292 2.086 2.1

aReference 28.
bReference 11.

‘Reference 41.
dccsOT), extrapolation from aug-cc-pVXZ series from Ref. 58.

*References 89,90.
fcCcsOT)/aug-cc-pVTZ geometry with constrained monomers from Ref. 57.

9References 91,92.
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FIG. 6. Three parameters defining the minimum-energy water dimer geom-
etry:r, 6, and ¢. & f:c
PR R
o \?) g;
: |
tion with the model potential. All geometries were stationary ® , Q
. . . 4 : JENEEEEEEE =)
points on the potential surface. Structures for the dimer, tri- ! ’@/fg -
mer, tetramer, and pentamer as given by the POL5/TZ po- rii //(f:‘ f)
tential are shown in Fig. 7; those given by the other poten- et = 2 e
tials are very similar. Structures for the four hexamer %‘ d
conformations are shown in Fig. 8. From the model geom-
etries, we computed the interaction energy of the cluster, the cyclic hexamer prism hexamer

average QIStance between oxygens forming hydrogen bpndEI’G. 8. POL5/TZ structures for four conformations of the water hexamer.
the net dipole moment of the cluster, and the average dipole

moment of the water molecules in the cluster. Results are

summarized .in '_I'able V”'_With the exgeption of the trimer, amer conformations, although the TIP5P binding energies
the TIPSP binding energies are consistently t0o large and,e 5rger by 6 kcal/mol. Both predict the cyclic hexamer to

hydrogen-bond distances are too short. This is to be expectg(l, 1o most stable. While POL5 and MCDHO do somewhat
as the potential implicitly incorporates many-body effects inpetter in predicting the crossover, they are still inaccurate. In
the form of augmented charges. The water hexamer reprey, o jar, neither model ranks the cage or prism structure as

sents a crossover point, vg%ere noncyclic structures becomge most stable. These two models give quite similar predic-
more stable than cyclic onesOnly MCDHO and the POLS 45 for all binding energies; POLS is slightly closer to the

models appear to capture this behavior. For the hexamergy, jnitig results for the smaller clusters, while MCDHO is
the two empirical models resemble each other closely in tha§|ightly closer for the hexamers. In general, none of the po-

they give nearly the same relative energies for the four hex’fentials guantitatively predicts cluster binding energies or

hydrogen-bond distances. It should be kept in mind that there
is most likely significant uncertainty in thab initio values
used for comparison, and ttad initio calculations allowed
p the intramolecular coordinates to relax; calculations con-
fo ‘_,gr:i—'im;\ straining the monomer geometries to be rigid might be more
55 P appropriate for comparison. All polarizable models repro-
é ff;;)i—‘—?@ --------------- ‘ J duce theab initio average molecular dipole moments in the
6/ AN clusters quite well, although the MCDHO model is in some-
o what better agreement with the net dipole moments.
We computed the classical second virial coefficient
B,(T) at several temperatures; these results are summarized
in Table VIII. The second virial coefficient was computed for
-E? the MCDHO model only at temperatures higher than 373 K,
T N o so that model does not appear in the table. The TIP4P/FQ
‘iv,,;;i} ---------- % and POL5 models significantly underestimate the magnitude
\z\p of the experimental virial; this is most likely due to the ri-
7 ; gidity of these models. On the other hand the TIP5P model
s @ significantly overestimates the magnitude of experiment,
’ W 0:;{'93 consistent with its overestimation of cluster binding energies.

e S €
1

dimer trimer

C. Liquid at room temperature and pressure

cyclic pentamer cyclic tetramer . - .
yeuep Y Table IX summarizes liquid-state properties computed at

FIG. 7. POL5/TZ structures for small clusters. room temperature and pressure from molecular dynamics
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TABLE VII. Cluster interaction energy in kcal/mol, average distance between oxygens in hydrogen bonds
(ro_o in A, net dipole momenj, and average molecular dipole momépt), both in D.

POL5/TZ POL5/QZ TIP4P/F® TIPS  MCDHO® abinitio  Expt.
Trimer
U —13.416 —13.453 —12.576 -14.992 -13982 -159
(ro—o 2.901 2.893 2.912 2.770 2.911 2.182 2.96
w 1.205 1.205 0.417 1.074 1.114 1.671
() 2.218 2.228 2.216 2.292 2.270 b1
Tetramer
U —25.529 —25.665 —23.641 —28.431 —27581 -23.¢
(ro—o 2.769 2.759 2.809 2.673 2.806 2.943 2.79
n 0.000 0.000 0.000 0.000 0.024 0.600
() 2.468 2.491 2.432 2.292 2.528 b5
Pentamer
U —34.111 —34.427 —32954 —38.122 —35.229 —33.34
(ro—o 2.742 2.726 2.773 2.657 2.753 2.867 20.76
I 1.190 1.191 0.401 1.219 0.922 0.927
() 2.570 2.607 2.546 2.292 2.689 b6
Hexamer(book)
U —42.464 —42.771 —40.152 —46.680 —43.977 —44.74
(ro_o 2.788 2.777 2.815 2.688 2.809 2.766
N 2.449 2.430 2.006 2.445
() 2.546 2.576 2.509 2.292
Hexamer(cage
U —41.783 —41.922 —39.297 —45388 —43.690 —45.03
(ro—o 2.783 2.775 2.863 2.746 2.888 2.807 2.82¢F
I 2.442 2.454 1.788 2.178 2.034 2005 1.904
() 2.486 2.507 2.440 2.292 2.553 b6
Hexamer(cyclic)
U —41.785 —42.224 —41.368 —47.309 —44.264 —43.88
(ro-o 2.737 2.720 2.756 2.654 2.731 2,714 2.756
i 0.017 0.003 0.000 0.000 0.134 0.000
() 2.621 2.662 2.607 2.292 2.791 b7
Hexamer(prism)
U —41.847 —42.135 —39.304 —45.805 —44.192 -—45.12
(ro—o 2.792 2.782 2.819 2.773 2.892 2.840
I 2.905 2.931 3.254 2.692 2.627 2.701
() 2.516 2.544 2.482 2.292 2.558

9Reference 98.
"References 102,103.
iReferences 95,96.
IReference 97.
KReferences 99,100.

®Reference 28.
PReference 11.
‘Reference 41.
dReference 101.
*References 93,94.
'References 91,92.

simulations. The liquid-state energy, density, and averagduce it exactly. POL5/TZ reproduces the experimental liquid

molecular dipole moment were computed in tR& T en-

energy exactly, while POL5/QZ is slightly overbound as is

semble at 1 atm and 298.15 K. Runs were equilibrated foconsistent with its larger polarizability and resulting average
100 ps and averaged over another 300 ps. Both models areolecular dipole moment. The MCDHO model is also over-
parametrized to fit the experimental density, so they reprobound and has an even larger average molecular dipole mo-

TABLE VIII. Second virial coefficient at various temperatures.

ment.
The static dielectric constard, was computed in the
NVT ensemble at 0.997 g/chand 298.15 K, from 20 sepa-

B,(T) (L/mol) rate runs of 100 ps each, by computing the mean-square

T(K)  POLS/TZ POL5/QZ TIP4P/F® TIP5P  ExptS fluctuation in the system dipole moment:

298.15  —0.680 -0.671 -0.640  -2.935 —1.158

310.65  —0.569 —0.562 —-0.539  —2.247 —0.966 4mpN -

323.15  —0.483 -0.478 -0460 —1.765 —0.816 €0= €.+ W“M y—(M)). (20)
33565 —0.416 -0.412 -0.398  —1.418 —0.696

®Reference 28.
PReference 11.
‘Reference 104.

HereM is net system dipole moment ald is the infinite-
frequency dielectric constant,
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TABLE IX. Liquid —state properties—enerdy, density p, dipole momentu, static dielectric constang,,
infinite—frequency dielectric constant.., translational diffusion constard, and NMR relaxation time
wir—at 1 atm and 298.15 K.

POL5/TZ POL5/QZ TIP4P/F® TIPSP MCDHO® Expt.
U (kcal/mo)  —9.92+0.01 —10.250+0.007 —9.89+0.02 —9.87+0.01 —10.40+0.01 —9.92%
p (glen?) 0.997+0.001 0.9980.001 1.0140.002 0.9990.001 1.020.01  0.99¢
u (D) 2.712+0.002 2.79%0.002 2.6 2.29 3.010.01
€ 98+8 105+7 79+8 82+2 78.3
€. 1.689+0.001 1.7080.001 1.592-0.003 1 1.79
D (10 °m?s)  1.81+0.06 1.25-0.05 1.9-0.1 2.62:0.04 2.3
wir (PS) 2.6+0.1 4.00.2 2.1+0.1 1.4:0.1 2.1
®Reference 28. Reference 105.
PReference 11. 9Reference 52.
°Reference 41. "Reference 106.
YReference 83. 'Reference 107.
‘Reference 108.
A mation of the dielectric constant, the slow dynamics are most
=1+ 7T (A), (21)  likely the result of a liquid-state dipole moment that is too

large.

whereA is the polarizability tensor of the systeéthWhile Radial distribution function§RDFS for the model and
both POL5/TZ and POLS5/QZ have infinite-frequency di- the most recent experiments of the Sopefiatt room tem-
electric constants in good agreement with experiment, theiperature and pressure are shown in Figs. 11—-13. Extracting
static dielectric constants are slightly too high. RDFs from neutron or x-ray diffraction data is by no means

The translational diffusion constant was computed fromg straightforward process and published results have varied
the Einstein relation: somewhat over tim&’~% However, as shown in Fig. 14,
Soper’s most recent analysis of neutron diffraction data
agrees quite well with the analysis of x-ray diffraction ex-
periments from the Advanced Light Sourc@LS) at
Lawrence Berkeley National Laboratory from Glaeser and

and the average is taken over all molecules. Averages wer"elead'GO,rdOﬁ’O’71 as well as the TIPSP model, which was
taken from 20 separate trajectories, run in H&E en- parametnzgd cqmplej[ely mdependen.tly, .suggestlng that the
semble, starting from initial configurations sampled from thene"\’est,gOO is quite reliable. The.coordln'atlon number can be
canonical distribution at 298.15 and 0.997 gicrRor each Qeterm|ned frpm the RDF_by mtegrat_lrgbo(_r)_ over _the
trajectory, a line was fit to the average mean-square displacdfSt Peak. Using the location of the first minimum in the
ment in the range from 3 to 10 ps, and the slope averageﬁXpe”memal curveg3.36 A) as the limit of integration, we
over all trajectories. A plot of the mean-square displacement
for one trajectory of the POL5/TZ model is shown in Fig. 9.
The nuclear magnetic resonance relaxation time was cal
culated from the zero-frequency component of the Fourier
transform of the rotational correlation function - ]

D=Jmé<|Fi(t)—Fi(0)|>’ (22

wherer; is the position of the center of mass of molecijle

CY(t)=(P,[€)(0)-e(1)]), (23

whereAeiy is the unit vector pointing along the axis connecting
the hydrogens(the y axis of molecule i, P,(x)=(3x? o
. . o

—1)/2 is the second Legendre polynomial, and the average
as before is over all molecules. The zero-frequency part of
the Fourier transform o€}(t) is given to a good approxi-
mation byAY 7}, whereAbexp(—t/7) is an exponential fit to
the long-range behavior @¥(t).?® Values from twenty mul-
tiple trajectories were averaged in the same manner as de
scribed for the translational diffusion constant. A plot of the
rotational correlation function for one trajectory of the
POL5/TZ model is shown in Fig. 10. We also calculated
mwr fOr the TIP5P model of Mahoney and Jorgenen.

The dynamics of the POL5 models are in reasonabl | ) .

L . . G. 9. Average root-mean-square displacement for a trajectory of the
qualitative a_greement with experiment, but are somewhat t_c'ﬁOLSFFZ model(dotted ling and the line of best fit in the range from 3 to
slow, especially the POL5/QZ model. As with the overesti-10 ps(solid line).

0 1 | 1 | 1 | 1 ] 1

(=}
N
N
@}
)

t (psec)
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FIG. 10. Rotational correlation function for a trajectory of the POL5/TZ FIG. 12. Oxygen—hydrogen radial distribution functigg(r) at 298.15 K,

model (dotted ling and the exponential fit in the range of 2-5 (s®lid 1 atm for the POLS5 potential compared with the latest results of Soper.
line).

obtain a coordination number of 4.5 for both versions of themore recent input data and obtained a value of 3.08 B.
model and for experiment. Agreement with the experimentatecent analysis of x-ray diffraction data by the Soper group,
RDFs is good but not perfect. The first peak for both POL5the first experimental study of the average dipole moment in
models is slightly too short and too broad. POL5/TZ appears$iquid water, inferred a value of 2.9 D at ambient
slightly understructured in that the first trough is not deepconditions’* The dipole moment of most water models has
enough, nor is the second peak high enough; all features atended to be somewhat lower. Sprik has observed that polar-
also shifted very slightly out too far. POL5/QZ gives the izable models need a liquid-state dipole moment close to 2.6
correct depth for the first trougfalthough it, too, is shifted D in order to reproducey; the dielectric constant will be too
out slightly); however it appears slightly overstructured aslarge if this is not the cas¥.For exampleg, for the NCCab
the second peak, while at the correct location, is a bit todnitio model, which has a liquid-state dipole moment of 2.7—
high. 2.8 D, was determined to be around 1800ur data are
There is at present some controversy in the literaturelearly in agreement with this hypothesis. However, Silves-
about the “correct” value of the liquid-state dipole moment. trelli and Parrinello have suggested that the correct value for
Coulson and Eisenberg obtained a value of 2.6 D for icahe liquid-state dipole moment is somewhat larger, around
In.”? However, Batistaet al. repeated their analysis using 3.0 D, based omb initio molecular dynamics simulatiod®

3 T T T T I T 2 1 I Ll I T I 1 I T
i — Soper ) | — Soper ]
25k S pOLS/TZ 4 e POLS5/TZ
1 --- POL5/QZ s --- POL5/QZ
- i 1. — —
2 —
= | S
Q 151 z 1
S 6
1 —
- 05 —
05 -
= (] -
L ] i
f
0 1 | J 1 | 1 | 1 | 1 0 s/ 1 | 1 | 1 | 1
0 2 4 6 8 10 0 2 4 6 8 10
r(&) r(d)

FIG. 11. Oxygen—oxygen radial distribution functiggo(r) at 298.15 K, 1 FIG. 13. Hydrogen—hydrogen radial distribution functigg,(r) at 298.15
atm for the POL5 potential compared with the latest results of Soper. K, 1 atm for the POL5 potential compared with the latest results of Soper.
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FIG. 15. Water density at 1 atm as a function of temperature for POL5/
FIG. 14. Comparison of the oxygen—oxygen radial distribution functionsTZ, TIP4P/FQ, TIP5P, and experiment.
Joo(r) from analysis of neutron data by Soper, analysis of x-ray data from
the Advanced Light SourcALS) at Lawrence Berkeley National Labora-

tory by Glaeser and Head-Gordon, and the TIPSP model. lated polarizabilities of neutral species in water were de-

creased as much as 13%-18% from their values in vacuum.
Whatever the cause, the slightly smaller basis set used to
Barametrize the POLS5/TZ model produces a smaller polariz-
ability and hence a smaller liquid-phase dipole moment, im-

proving the dielectric constant and diffusion constant.

The MCDHOab initio model also predicts a moment of 3.0
D. However, dielectric constants have not been compute
either for this model or forab initio molecular dynamics
simulations, although Silvestrelli and Parrinello have re-
ported a rough estimate of 6Furthermore, it is unclear
whether a molecular dipole moment can even be unambig
ously defined for arab initio wave function, given that the As POL5/TZ appears to be a slightly better model for the
calculated value depends strongly on the specific methodondensed phase than POL5/@i least for classical simu-
used to partition the continuous charge distribution intolationg, we chose the former to perform additional water
molecules’’ simulations at nonphysiological conditions. Water density at
Given thatab initio models are unable to “parametrize 1 atm as a function of temperature for POL5/TZ is shown in
away” quantum effects, it seems possible that large dipolé=ig. 15. Experimental data are from Ref. 83. As is well
moments and associated shortcomings such as too mu&mown, the density of cold water changes with temperature
structure, too high a heat of vaporization and dielectric conin a manner opposite to that of almost all other substances.
stant, and too slow dynamics are artifacts of the classicals the open, tetrahedral structure breaks down, the density
treatment of the nuclear motion, and the “true” value for theincreaseswith temperature, leading to a maximum in the
dipole moment is somewhat closer to 2.6 D. While no quandensity at 4 °C. A density maximum is observed for POL5/
tum simulations of polarizable water appear to have beeifZ, but it is located at too high a temperature, 20—25 °C.
performed, path-integral simulatiofisof fixed-charge water Furthermore, the density decreases too sharply as the tem-
models, both rigi®® and flexible®*®tindicate that for a given perature is lowered. These discrepancies with experiment are
model, the quantum liquid is less structured, has a lowesimilar to those observed with the ST2 mofidihe TIP5P
dielectric constant, and has faster dynanfascording to the model was parametrized to produce a density maximum at
approximate centroid molecular dynamics methdd par-  the correct location; however, the maximum is somewhat too
ticular, structural changes due to quantum effects were resharp as well. In particular, the density decreases too rapidly
ported to be as large as those due to raising the temperatuas the temperature increases, yielding overestimates of the
by 50 K, dielectric constants were smaller for the quantumcoefficient of thermal expansion. The density of the
liquid by 15%-20%' and diffusion constants larger by POL5/TZ model also decreases somewhat too rapidly, but
40%-70%! These changes would certainly bring the pre-less so than TIP5P, so that agreement with the experimental
dictions of the POL5/QZ model better in line with experi- density from O to 100 °C is quite good, with maximum de-
ment. Other explanations for a too-large dipole moment areiation less than 2%. The TIP4P/FQ model has a density
also possible: For instance, that due to Pauli repulsion benaximum at the correct location; as with the other models,
tween molecules, it is harder to distort their electron cloudghe maximum is too sharfs.
in the condensed phase, so that the polarizability for models  The heat of vaporizatioAH,,, as a function of tempera-
in condensed phase should be somewhat smaller than tlere is shown in Fig. 16. Experimental data are from Ref. 84.
gas-phase value. This argument is supportedabyinitio  For all modelsAH,,, decreases too quickly with increasing
calculations of Morita and Kat®, who found that the calcu- temperature. This is reflected in the constant-pressure heat

LP. Liquid at other conditions
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FIG. 16. Water heat of vaporizatichH,,, at 1 atm as a function of tem-
perature for POL5/TZ, TIP4P/FQ, TIP5P, and experiment.
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capacity, Co=(dH/dT)p, which was computed using a
centered-difference approximation and is shown in Fig. 17,
along with experimental data from Refs. 84 and 85. Agree-
ment with the experimental heat capacity is slightly better fo

0

the experimental constancy @, from O to 100° is not
well-reproduced by any of the models.

Radial distribution functions at several other thermody-
namic state points were computed for the POL5/TZ model.
These are plotted and compared with the latest results from
Sopef’ in Figs. 18—20. In general the model agrees quite
well with experiment. However, it is apparent that the model
somewhat underpredicts the ability of the hydrogen-bond
network to withstand increases in temperature and pressure
A well-defined first peak in the OH curve persists at all tem- _
peratures and pressures in the experimental curve. This pec%1
is too small in the model at 423 K and is not well-defined at
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IFIG. 18. Oxygen—oxygen radial distribution functi@yg(r) at various

thermodynamic states for POL5/Tidotted ling compared with the latest
the POLS5/TZ model than for TIP4P/FQ or TIPSP. However, resuits of Sopetsolid line).

673 K, becoming more of a shoulder. The lack of structure

appears in the OO curve as well; at 423 K at both pressures
and 673 K at the lowest pressure simulaté@0 bay, the
model RDF is almost featureless after the first peak, while
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FIG. 19. Oxygen—hydrogen radial distribution functigg(r) at various

FIG. 17. Water constant-pressure heat capaCiyat 1 atm as a function of
temperature for POL5/TZ, TIP4P/FQ, TIP5P, and experiment.
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268 K, 270 bar 268 K, 2100 bar 268 K, 4000 bar heat of vaporization and dielectric constant that are too large,
a diffusion constant that is too small, and somewhat too
much structure in the radial distribution functions. These er-
rors are consistent with a liquid-state dipole moment that is
too large, and are perhaps an artifact of running classical
simulations on what is essentially ab initio potential, or

the result of the gas-phase polarizability being inappropriate
for the condensed phase due to Pauli exclusion. Though the
liquid-phase dipole moment is still slightly too high, the
model fit to DFT/aug-cc-pVTZ calculations gives good re-
sults at ambient conditions and performs well away from
room temperature, deviating less than 2% from the experi-
mental density from 0 to 100°C, and showing good agree-
ment with experimental radial distribution functions over a
wide range of thermodynamic state points.
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